**Gradient Descent - Boston Dataset**
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Boston dataset is one of the datasets available in sklearn.

You are given a Training dataset csv file with X train and Y train data. As studied in lecture, your task is to come up with Gradient Descent algorithm and thus predictions for the test dataset given.

Your task is to:

1. Code Gradient Descent for N features and come with predictions.

2. Try and test with various combinations of learning rates and number of iterations.

3. Try using Feature Scaling, and see if it helps you in getting better results.

import numpy as np

testdata=np.genfromtxt("test.csv",delimiter=",")

traindata=np.genfromtxt("train.csv",delimiter=",")

x=traindata[:,0:4] #here we converted 1d array into 2d array

y=traindata[:,4]

traindata.shape

from sklearn.linear\_model import LinearRegression as lr

alg=lr()

alg.fit(x,y)

y\_pred=alg.predict(testdata)

np.savetxt("predict1.csv",y\_pred,fmt= "%.5f")

I have done by linear regression